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Abstract

Classification of Internet traffic as anomalous has re-
mained an issue of concern for the network security re-
search community in recent times. Advances in comput-
ing performance, in terms of processing power and stor-
age, have allowed the use of resource-intensive intelligent
algorithms, to detect intrusive activities, in a timely manner.
Naı̈ve Bayes is a statistical inference learning algorithm
with promise for document classification, spam detection
and intrusion detection. The attribute independence issue
associated with Naı̈ve Bayes has been resolved through the
development of one dependence estimation algorithms such
as Super-Parent One Dependence Estimators (SPODE) and
Average One Dependence Estimator (AODE). In this pa-
per, we propose the design of an intrusion detection sys-
tem based on the classification capabilities of SPODE and
AODE for accurate detection of anomalous network traffic.
The performance of the proposed scheme is studied and an-
alyzed on the KDD-99 intrusion benchmark data set, with
significantly high detection rates of the two algorithms as
opposed to results obtained through Naı̈ve Bayes simula-
tion.

1. Introduction

With the rapid growth of the Internet and readily avail-
able open source tools for launching malicious attacks, at-
tempts to intrude computer networks have increased mani-
fold. The sophisticated nature of contemporary attacks can
cause heavy financial losses, in addition to affecting an or-
ganization’s reputation, due to the downtime of the network
and associated service-based applications. Detecting these
attacks is an important step toward protection against such
attacks.

Intrusion Detection Systems (IDS) have emerged as a

defense platform, by acting as an intermediary for identi-
fying potentially harmful network traffic, before it pene-
trates a computer network. Generally, network intrusion de-
tection systems detect these attacks by monitoring ingoing
and outgoing traffic, in order to identify possible outliers in
the observed traffic patterns, where outliers can possibly be
anomalous traffic. Intrusion detecion systems can be cate-
gorized into two types - a) Anomaly detectors, which detect
deviations of network traffic behavior from predefined nor-
mal traffic profiles, and b) Misuse detectors, which attempt
to find signatures of malicious patterns known to the IDS
beforehand [11].

Naı̈ve Bayes is a statistical learning tool which can be
trained by introducing a data set of network traffic. The
training process involves the generation of a set of proba-
bilities, which are subsequently used by the algorithm for
confirming the class of actual network traffic, observed in
real-time. However, Naı̈ve Bayes does not consider inter-
dependencies between individual features of observed net-
work traffic. In other words, the network traffic features
are assumed to be independent of each other. This assump-
tion of exclusiveness in the observed network traffic may
invariably diminish the accuracy of the intrusion detection
system.

Several other techniques have subsequently been pro-
posed, to alleviate the attribute independence assumption
of Naı̈ve Bayes. These include - One Dependence Es-
timators (ODE), Super Parent One Dependence Estima-
tors (SPODE), and Average One Dependence Estimators
(AODE) [18][21]. These techniques provide varying types
of attribute dependence assumptions, with the promise of
enhancing the attack detection accuracy. We postulate that
due to the attribute dependence assumptions and the abil-
ity to average various models of observed traffic, AODE
stands out as a technique capable of accurately estimating
the probabilities of observed network traffic to belong to a
given class i.e. normal or anomalous, with a high degree
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of accuracy.
As part of this paper, we design and test two intrusion de-

tection systems, namely, SPODE-based and AODE-based,
for estimating the probabilities of feature values of observed
network traffic, to be classified as normal or anomalous. We
performed simulations on the NSL-KDD 99 data set [10],
which is a common benchmark for testing the capabilities
of network intrusion detection systems.

The paper is organized as follows. In Section 2, we per-
form a literature review of various intelligent techniques
that exist to classify network traffic. We elaborate upon all
steps that constitute our proposed intrusion detection sys-
tem, in Section 3. In Section 4, we present our simulation
results, and analyze our findings. Finally, we conclude and
provide future directions for our work, in Section 5.

2. Related Work

In the field of intrusion detection, Artificial Neural Net-
works (ANNs) have been widely studied, implemented and
tested. The ability of a given ANN to perform classification
of observed network traffic is dependant on the nature of the
algorithm, if we consider the type of network traffic that is
introduced to the ANNs to be a standard benchmark.

A supervised learning algorithm, namely, the Multilayer
Perceptron (MLP), is proposed in [12], for network traffic
classification. MLP neural networks are trained by alter-
ation of weights that are assigned to the interconnections
between the neural network nodes. This is accomplished
by using different functions during the training period for
the algorithm, such as gradient-based optimization algo-
rithm. When the network converges to the local minima of
error, the output layer of the network shows the expected
result when data is fed into the input layer. Two types
of MLP-based intrusion detection techniques are applied
in [4]. The first version operates as a stand-alone service,
whereas the second technique uses rule-based expert sys-
tems. The scheme uses nine features of observed network
traffic, which are observed from the training data set. The
input layer has nine neurons, and the output layer has two
neurons, with all layers being fully connected. A Sigmoid
function was used as transfer function between the neu-
rons. The proposed scheme was tested using 10,000 data
elements, i.e. parameters from observed traffic, with 1000
used for training, and the remaining for testing the perfor-
mance of the algorithm.

Self-Organizing Maps (SOM) group data into clusters
based on the similarity index. Subsequent to building a map
using training data, data can be conveniently classified as
normal or anomalous, based on its precise location on the
map. SOMs have been used for designing intrusion detec-
tion systems, as given in [7][8][17].

Both MLPs and SOMs have been known to have slug-
gish performances, and take a long period of time for being
trained/re-trained on a given data set.

The Random Neural Network (RNN) model operates as
either a feed-forward or a fully recurrent network of neurons
[13][14]. RNNs are known for their capability to general-
ize sophisticated data sets, even when the training dataset
is small in size. The network also achieves fast learning
due to its computational efficiency in its weight update pro-
cess. RNN was used by Oke et. al. in [20] for detecting
distributed denial of service (DDoS) attacks.

Bayesian learning is a supervised learning technique,
which uses probabilistic models and apriori knowledge to
classify observations [15]. Prior knowledge is incorporated
naturally into a Bayesian network, and all uncertainty is
handled in a consistent manner. Moreover it is possible to
learn model structures and readily compare between model
classes. Several different classes of Bayesian networks exist
in the literature, namely, Naı̈ve-Bayes [3], Tree augmented
Naı̈ve-Bayes (TANs) [2], Augmented Naı̈ve-Bayes (BANs)
[21], Bayesian multi-nets, and general Bayesian networks
(GBNs) [6]. Such networks have been extensively studied
in various disciplines such as text recognition [6], SPAM
detection [9], intrusion detection [3], etc. Bayesian net-
works in general suffer from the assumption of indepen-
dence between various features (attributes) of a data set,
thus making them less accurate. Several schemes have been
proposed to overcome this shortcoming, including Lazy
Bayesian Rule (LBR) [23] and Super-Parent Tree Aug-
mented Networks [2]. Although, these techniques demon-
strate high performance, they suffer from high computa-
tional cost.

AODE [21], with accuracy and performance compara-
ble to LBR and Super-Parent TAN, solves the problem of
independence by averaging all models generated by one de-
pendence estimators. AODE also solves the problem of
large computation overhead, which was evident in the per-
formance of its predecessor classifiers. It is also known to
have low variance, and is suitable for incremental learning
[6].

In this paper, we propose using both SPODE-based as
well as AODE-based classifiers for detecting network in-
trusion, and analyzing their performance on the KDD-99
dataset. The NSL-KDD dataset is a reduced version of orig-
inal KDD-99 dataset, and consists of the same set of fea-
tures as KDD-99, i.e. 41 features and one class attribute.
The class attribute has a total of 21 classes that represent
the following four types of attacks: Probe attacks, User to
Root (U2R) attacks, Remote to Local (R2L) attacks and De-
nial of Service attacks. This data set has a binary class at-
tribute. Also, it has a reasonable number of training and test
instances which make it practicable for training and testing
simulations, to compare and benchmark different intrusion
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Figure 1. IDS implementation flowchart

detection techniques.

3. Proposed Intrusion Detection Scheme

In this section, we discuss our proposed scheme for in-
telligent classification of network traffic. The proposed
scheme operates in four phases, as highlighted in Figure 1:

1. Preprocessing

2. Feature Selection

3. Machine Learning

4. Testing or Evaluation

In the following subsections, we describe the above steps
of the intrusion detection process.

3.1. Preprocessing

Prior to the application of any training algorithm on a
given data set, it is essential to convert all features (at-
tributes) to a format that is intelligible by the classification
algorithm. As a result, the effect of potential nullification of
the impact of certain features on the outcome of the classifi-
cation, is alleviated. In the NSL-KDD data set, all features
of the data set take numeric values except three, namely,
protocol type, service, and flag. As part of the preprocess-
ing phase, these features are converted into nominal values,
so that the AODE training algorithm, which we use for net-
work traffic classification, can operate on this data set, un-
affected. The process of numeric to nominal conversion is
achieved through discretization of the numeric values, us-
ing techniques such as equal frequency binning, wherein
the frequency of occurrence of a certain data value defines
the bin into which the data is placed, i.e. discretized.

3.2. Feature Selection for IDS

Subsequent to preprocessing of data, the features of the
data set are identified as either being significant to the intru-
sion detection process, or redundant. This process is known
as feature selection. Redundant features are generally found
to be closely correlated with one or more other features. As
a result, omitting them from the intrusion detection process
does not degrade classification accuracy. In fact, the accu-
racy may improve due to the resulting data reduction, and
removal of noise and measurement errors associated with
the omitted features. Therefore, choosing a good subset of
features proves to be significant in improving the perfor-
mance of the system.

As part of the feature selection process for our proposed
scheme, we use the following three techniques:

• Group Method for Data Handling (or Abductive Net-
works): Feature ranking using abductive networks [1],
operates according to the predictive quality of features.
The ranking process follows these steps:

1. Change setting of model synthesis to select three
inputs at a time. This method is used to restrict
the number of selected features to three which
effectively helps in ranking the features in groups
of maximum size three.

2. Remove selected features to force the model to
select from the remaining less predictive features.

3. Repeat the process until all features are selected
or no features can be selected any more with
changing model complexity in steps of varying
CPM values, where CPM is defined as the com-
plexity penalty multiplier.

After ranking the features, a subset is selected by us-
ing the top ranked features one at a time, for as long
as the accuracy of the selected model keeps increas-
ing. When the accuracy of the model starts to drop, the
model is considered to be overfitted, at which point the
feature selection process is stopped.

• Information Gain: In this method, the features are
filtered to create the most prominent feature subset
before the start of the learning process. Attributes
are individually ranked on the basis of separation of
classes of the training data elements i.e. individual
rows of the data set. The attribute ranks, with respect
to the class, are calculated using the following formula:

Information gain = (Dx)− (D−x) (1)

where, Dx is the information which includes attribute
x, and D−x is information which excludes attribute x.

International Journal for Information Security Research (IJISR), Volume 2, Issue 4, December 2012

Copyright © 2012, Infonomics Society 204



The value of D−x is calculated as the average of each
value that this particular attribute can take.

The information itself is calculated using the entropy
equation:

entropy =
n∑

k=1

pklogpk (2)

• Gain Ratio: is a modification of information gain that
solves the issue of bias towards features with a larger
set of values, exhibited by information gain. For exam-
ple, if a data set contains the serial numbers of grocery
customers, then the information gain of the customer
serial number (considered to be distinct for all cus-
tomers) will be high, and it will be used in the decision-
making process. This bias degrades the accuracy of
learning algorithms. Gain Ratio is large when the at-
tribute values are evenly spread, and is small when an
attribute has a single value. For a given feature x and
a feature value of y, it is calculated as follows:

GainRatio(y, x) =
gain(y, x)

intrinsic info(x)
(3)

where,

intrinsic info(x) = −
∑ | Si |

| S | ∗ log2
| Si |
| S | (4)

|S| is the number of possible values a feature x can
take, and |Si| is the number of actual values of feature
x.

3.3. Machine Learning

Subsequent to filtering and selection of the highest
ranked features for the intrusion detection process, the re-
duced data set is used for training and evaluating the ma-
chine learning scheme. Training is performed on a subset
of the data, and the performance of the resulting models is
verified on the remaining parts of the data set. Naı̈ve Bayes
is a supervised learning algorithm that relies on probabilis-
tic models and apriori knowledge for classifying data. It
uses statistical inferences, with an assumption of attribute
independence, where an attribute of a given data sample is
a property of the sample with a given value. For instance,
some of the attributes of a sample of network traffic may
include - the arrival rate of the traffic, the number of data
packets that use the TCP protocol, etc. However, assum-
ing attribute independence does not effectively quantify re-
lationships between real life data samples. Naı̈ve Bayes
has been tested to differentiate between different classes of
a given data set for - a)classifying text documents, b) de-
tecting spam email, and c) for network intrusion detection
[2][21].

Figure 2. Naive Bayesian

On the contrary, a new breed of Naı̈ve Bayes variants
have emerged of late, to resolve the attribute independency
issue. One dependence estimators were initially defined by
Keogh et al. in [18]. As can be seen from Figure 3, indi-
vidual attributes Xn belonging to class C are dependent on
each other based on a given relationship function.

However, the ODE algorithm suffers from large com-
putation overhead associated with its hill climbing search
algorithm for model selection. Super Parent One Depen-
dence Estimator (SPODE) was another algorithm proposed
to solve the attribute independence assumption of Naı̈ve
Bayes. As illustrated in Figure 4, this algorithm reduced
the computation overhead associated with ODE, by allow-
ing each attribute to depend on only one common attribute
called the super parent attribute, besides the class attribute
C. SPODE was proposed to address some of the issues as-
sociated with the regular ODE. The proposed scheme re-
quired all attributes of a given feature set to depend on
one single parent, namely, the Super Parent. As a re-
sult, an annotated set of all possible parents in a given at-
tribute class does not arise, and only one parent needs to be
tagged. SPODE by itself has two modes of operation: 1)
Full SPODE, and 2) Partial SPODE. A full SPODE outper-
forms the latter, as a result of improved performance due to
reduced dependence on multiple parents. The SPODE es-
timator with a superparent xp finds the maximum value of
the probability of a given data element to belong to class y
as follows:

P (y, x) = P (y, xp)P (x|y, xp) = P (y, xp)
m∏

i=1

P (xi|y, xp)

(5)
The SPODE algorithm operates by establishing a mathe-

matical relationship between the values of individual net-
work traffic features given by xi, as compared with the
value of a super-parent, xp. For a given output class y, the
likelihood of a data-row from the network traffic dataset, x,
to belong to this particular class, is dependant on the prob-
ability of the super-parent feature to belong to this output
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Figure 3. One Dependence Estimator

class, given x. An alternate representation of this defini-
tion is to compute the probability of observing a feature
value xi, given the super-parent belongs to class y, times
the probability of the super-parent xp belonging to y. As
can be observed from Equation 5, the super-parent class is
essential in classifying any given data-row from the network
traffic dataset into normal or anomalous, for the SPODE al-
gorithm.

However, SPODE was also found to suffer from large
computation overhead, required for model selection. Aver-
aged One Dependence Estimators (AODE) were proposed
to resolve the issues that were identified previously in the
ODE and SPODE algorithms, by averaging all SPODE
models that can be generated for a given set of attributes.
As a result, the model generated proved to be a very accu-
rate depiction of the data elements belonging to a given data
set. [4, 5, 15, 16, 19, 22, 23]

The AODE algorithm averages over a space of alterna-
tive Bayesian models that have weaker independence as-
sumptions than Naı̈ve Bayes. The algorithm may give more
accurate classification than Naı̈ve Bayes on data sets with
non-independent attributes. AODE was found to outper-
form both ODE and SPODE in terms of speed and accuracy,
as elaborated upon by Webb et. al. in [21]. The training
phase of the AODE algorithm operates by iterating through
a given data set with k features, and generating a set of fre-
quency vectors as follows:

1. cfreq[y] - number of data elements belonging to a
given class y

2. afreq[k] - number of times a given data element is
found to possess a value, iterated over all k features

3. vfreq[xi] - number of times the value xi is encoun-
tered in the entire data set

4. freq[y, xi, xj ] - the frequency of simultaneous occur-
rence of two attribute values xi and xj for a given class
y

Figure 4. Super Parent One Dependence Es-
timator

During the testing phase of the AODE algorithm, the
data elements or instances of the data set are introduced to
the algorithm by hiding the class to which they belong. The
task of the AODE classifier is to predict the probability of
the data element to belong to each of the given classes. The
higher probability is then used for deciding the class of the
data element. These values are computed based on the fol-
lowing equations:

∀i ∈ k , p = P̂ (xi ∧ y) (6)

∀j ∈ k, if xj is known, p = p× P̂ (xj |xi ∧ y) (7)

where, k is the total number of attributes, xj is the value
of a feature, P̂ (xi ∧ y) is the probability that the value xi

is observed given xi ∈ y, and P̂ (xj |xi ∧ y) gives the prob-
ability of observing the value xj , given that the value xi ∈
y.

4. Simulation Analysis

In this section, we analyze the results obtained from sim-
ulations performed to test the effectiveness of our proposed
AODE-based intrusion detection system. The results were
quantified based on the following metrics, commonly used
for evaluating intelligent classifiers:

• Accuracy = TP+TN
TP+TN+FN+FP

• Recall = TP
TP+FN

• Precision = TP
TP+FP

• Specificity = TN
TN+FP
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• Detection rate = total number of detected attacks
Total Number of attacks ∗100%

where,
TP - is the number of actual positives classified correctly as
true.
FP - is the number of negatives in the data set classified
incorrectly as positives.
TN - is the number of negatives classified correctly as
negatives, and
FN - is the number of positives classified incorrectly as
negatives.

For all simulations, we trained and tested the perfor-
mance of the classifiers on the KDD-99 dataset. The first
set of simulations were performed to test the performance
of Naı̈ve Bayes using a training set of 15747 instances (data
elements), and a test set of size 5249. As can be noted from
Figure 5, an accuracy in detection of nearly 94.19% was ob-
served, when all the features of the data set were included
i.e. no feature selection algorithm was used. Subsequently,
the same set of simulations were performed, with the three
feature selection techniques discussed previously. It can be
seen from the figure that the GMDH algorithm yielded an
accuracy of 97.30% in the detection process. We further
tested the detection scheme for the top 16 ranked features
obtained through information gain, to obtain an accuracy
of 92.11%. Finally, the top 16 ranked features through the
gain ratio technique resulted in an accuracy of 94.01%. The
false alarm rate was observed as 2.5% for the GMDH sim-
ulation, 0.8% for the gain ratio simulation, 0.7% for infor-
mation gain, and 1%, when all features were used. In order
of accuracy in attack detection, the GMDH-based feature
selection approach proved to increase the detection rate ac-
curacy more than the other approaches studied.

Precision-recall curves help support findings in data sets
with large skew in the class distribution. In Figure 6, we
evaluate the performance of the various feature selection
techniques in terms of the yielded precision and recall val-
ues. The Naı̈ve Bayes models built using GMDH ranked
features outperformed the models built using top ranked
gain ratio features in term of recall. On the other hand,
Naı̈ve Bayes models built using top ranked gain ratio fea-
tures outperformed the NB models built using GMDH best
features in terms of precision. It may be noted that the
gain ratio technique outperformed other techniques in terms
of both precision and recall, with a peak detection rate of
99.4%. The GMDH-based approach yielded a detection rate
of 94.2%.

Subsequently, we performed simulations for the
SPODE-based intrusion detection system. The data set and
the number of training and testing instances were kept the
same as the Naı̈ve Bayes simulations. As can be seen from
Figure 7, an accuracy of 97.7% was obtained when all data

Figure 5. Comparison of the ROC curve for
different feature sets used in building the NB
model

Figure 6. Comparison of the Precision-Recall
curve for different NB models built using dif-
ferent feature selection techniques
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Figure 7. Comparison of the ROC curve for
different SPODE models built using different
feature selection techniques

set features were used. Subsequently, we tested the effect
of using the top most prominent features selected by the
GMDH algorithm, to obtain an accuracy of 96.98%, in the
attack detection process. Then, we ran the simulation using
the top 16 ranked features as obtained from the informa-
tion gain technique, to acquire an accuracy in detection of
97.9%. Finally, we used the gain ratio technique to enlist
the top 16 features, which yielded an accuracy of 97.86%.
The corresponding false alarm rates were observed to be:
0.4% for gain ratio, 0.6% for information gain, 1.2% for
GMDH, and 0.2% when all features were used.

Our next set of simulations were directed towards test-
ing the effectiveness of our proposed AODE-based intru-
sion detection system. The data set and the number of train-
ing and testing instances were kept the same as the Naı̈ve
Bayes simulations. As observed from Figure 9, an accu-
racy of 99.7% was obtained when all data set features were
used. Subsequently, we tested the effect of using the top
most prominent features selected by the GMDH algorithm,
to obtain an accuracy of 97.98%. Then, we ran the simula-
tion using the top 16 ranked features as obtained from the
information gain technique, to acquire an accuracy in de-
tection of 99.4%. Finally, we used the gain ratio technique
to enlist the top 16 features, which yielded an accuracy of
99.46%. The corresponding false alarm rates were observed
to be: 0.5% for gain ratio, 0.6% for information gain, 1.2%
for GMDH, and 0.1% when all features were used.

In Figure 10, we illustrate the precision and recall values
for the detection scheme, for various feature selection al-
gorithms used. Information gain and gain ratio were found
to yield high precision and recall values. GMDH yielded

 

Figure 8. Comparison of the Precision-Recall
curve for different SPODE models built using
different feature selection techniques

Figure 9. Comparison of the Precision-Recall
curve for different AODE models built using
different feature selection techniques
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Figure 10. Comparison of the ROC curve for
different AODE models built using different
feature selection techniques

a lower precision value, without much affect on the recall
value.

In Figures 11 and 12, we compare the best AODE models
and the best Naı̈ve Bayes models by plotting the AODE data
points when no feature selection algorithm was used, and
the Naı̈ve Bayes model when gain ratio was used. It may
be noticed from these figures that the AODE-based models
outperform Naı̈ve Bayes both in terms of detection rate and
false positive rates. The precision and recall values also
allude towards the supremacy of the performance of AODE
over Naı̈ve Bayes for intrusion detection, both in terms of
precision as well as recall values.

5. Conclusions

In this paper, we One Dependence Estimator-based in-
trusion detection systems for classification of network traf-
fic. The proposed schemes intelligently classifies network
traffic based on the attributes (features) of the network traf-
fic. Naı̈ve Bayes does not accurately detect network intru-
sions, as it does not take into account existing dependen-
cies, that may exist between the features of the data set.
SPODE resolves this issue by having a single feature iden-
tified as a super-parent, upon whom all other features de-
pend. As a results, a dependancy graph is generated to es-
tablish inter-feature relationships. It was observed that such
an approach improves the accuracy of the detection process
significantly. An enhancement to SPODE, namely, AODE
resolves the attribute independence assumption by ensuring
that dependencies between various attributes in a given data
set are averaged for various models. For the NSL-KDD data

 

Figure 11. Comparison of the ROC curve for
the best SPODE, AODE model and best NB
model

set, our proposed intrusion detection scheme outperforms
Naı̈ve Bayes in terms of accuracy in attack detection, low-
ered false alarm rates, and improved precision and recall
values, as observable from the simulation results. In par-
ticular, the SPODE classified detected 97.8% of all attack
traffic, whereas the AODE classifier successfully detected
99.3% of the attacks, with a false positive rate of 0.1%, as
compared to a detection rate of 97.3% and a false positive
rate of 1%, exhibited by the Naı̈ve Bayes classifier. As part
of our future work, we intend to extend the simulation of
our proposed scheme on other data sets, for benchmarking
and for validating the effectiveness of our proposed intru-
sion detection scheme.
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