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Abstract

Information  has  become  a  major  asset  in
companies  that  have  based  their  business  on  the
production and exploitation of this information, but
also  in  traditional  companies  that  exploit  their
information with a view to continuously improving
their  processes.  This  is  the  case  in  collaborative
systems  where  companies  are  interconnected  but
also  in  intelligent  systems  that  have  many
information exchanges with there environment. It is
important  that  companies  keep  control  of  the
information they import,  process and distribute.  In
this  article,  in  the  context  of  a  risk  management
approach,  we  present  a  new  security  criterion:
controllability.

1. Introduction

Nowadays,  whatever  their  sector  of  activity,
information  has  become the  center  of  concern  for
companies.  This  concerns  not  only  their
informational capital as such, but also all information
flows in and out of the company. We are now in a
(digital) information society where some companies
produce information while others are consumers.

In this context, the information system (IS) is the
nerve center of companies. If its constituent elements
(personal, hardware, software,...) make it possible to
acquire,  process,  store  and  communicate
information.  But  the  main  purpose  of  an  IS  is  no
longer  limited  to  being  a  "shared  storage".
Depending  on  the  level  of  maturity  of  companies
with  respect  to  their  information  capital,  the  IS
function can go beyond the role of support function
(operational  level,  data  warehouse,  collaborative
platform)  and  position  itself  as  a  business  partner
(decision-making  function,  economic  intelligence).
Companies  must consider  all  factors  related to the
effective use of information. This is all the more true
in the context of collaborative systems or smart and
intelligent  systems  (like  smart  buildings,  smart
cities). For this, the current forms of IS governance
must evolve to explicitly take into account the use of

information, especially from the point of view of 
information security.

And in our opinion, information security can no 
longer  be  based  solely  on  computer  security 
mechanisms  (hardware,  software,  networks,...).  We 
have  to  take  into  account  qualitative  and 
organizational criteria to have a global approach to 
information control in the company. In this article we 
propose a new security criterion, the controllability, 
to evaluate the ability of the company to control its 
information following a risk management  approach 
related to the information security.

This  article  is  structured  as  follows.  Section 2 
explains how information became a corporate asset. 
Section 3  introduces  various  tools  for  information 
security,  as  well  as  the  limitations  of  traditional 
security  criteria  with  respect  to  our  need  for 
information  (value)  control.  Section 4  provides  an 
overview of some of the work related to data quality 
management.  In  Section 5  we  propose  a  new 
criterion, the controllability, to quantify the level of 
control  of  an  organization  in  the  information  it 
handles. The definition of this criterion is based on a 
risk  management  approach  by  presenting  the 
vulnerabilities,  threats and risk scenarios associated 
with  this  criterion.  We then  give  in  Section 6  our 
vision  to  implement  these  mechanisms  in  an 
architecture  where the terms of  use of  information 
are  specified  in  contracts  whose  semantics  are 
formally  defined.  Finally,  Section 7  concludes  this 
article by mentioning some possible perspectives for 
this work.

2. Information security in digital
economy

In many cases, it is common not to differentiate 
between  the  words  "information"  and  "data".  This 
abuse of  language leads  us  to  recall  the following 
definition: « information is a set of data aggregated 
for human use ». Data is the elementary description, 
represented  in  coded  (digital)  form,  of  a  reality 
(thing, event, measure, transaction,...) intended to be:

• collected, recorded
• processed, manipulated, transformed
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• stored, archived
• exchanged, disseminated, communicated

Taken individually, this basic data is rarely useful.
The  context  must  be  considered  for  the  data  to
become information. In order to clearly distinguish
these  two  notions,  let  us  take  the  example  of
information « the weather is nice ». It is built from
several data such as temperature, sunshine, humidity,
wind strength,... However, depending on the context
(e.g., geolocation of data in London, Tahiti,  Mount
Everest),  from  the  same  data  set  we  will  not
necessarily deduce the same information.

We can  thus  consider  that  the  data  (sometimes
called  raw  data  or  primary  data)  only  represent
factual elements or numerical values. These are just
pieces of information, not the information itself. We
only talk about information once the data has been
processed, interpreted, organized or structured. The
way  in  which  the  data  is  presented  also  makes  it
meaningful or useful: the criteria for constructing the
data set are clearly explained, the different column
headings are explained, the codes used are translated
to be understandable by a human,...  And this work
will  be  all  the  more  usable  if  it  is  translated  into
metadata (literally data on data).

In  the  context  of  building  management  system
(BMS) for example, the temperature of each room in
a building is a primary datum, one piece of data. The
average  temperature  of  a  floor  or  of  the  whole
building (possibly taking into account the layout of
the premises) is information that can be derived from
the data collected.

It  is  obvious  that  information  has  become  the
center of concern of companies. This resource is now
vital  and strategic whatever the field of activity of
the  organization.  This  concerns  not  only  their
informational  capital  as  such  (data,  business
information, published content and knowledge), but
also  all  information  flows  entering  or  leaving  the
company.  However,  if  everyone  indeed  considers
information to be one of the most important business
assets  of  his  organization,  few of  them manage  it
with the same discipline as their physical or financial
assets,  or  even  their  human  capital.  One  of  the
explanations for such a situation can be found at the
level  of the accounting profession which, although
we  are  in  the  midst  of  the  Information  Age,  still
refuses to recognize information as a balance sheet
asset, and therefore to value it as such.

To answer this problem, a new theory emerged in
the  late  1990s:  infonomics  is  the  concept  and
practice  of  treating  information  as  an  actual
corporate asset. The analyst Doug Laney who coined
this  term  nevertheless  had  an  economic  vision  of
information [1]:  "for  most  practical  purposes  it
makes perfect sense (and dollars) to monetize your
information in a variety of ways". In his definition,
infonomics  aims to  consider  information as  a  new
class  of  assets  whose  economic  value  can  be
measured.  "Infonomics  provides  the  framework
businesses  and  governments  need  to  value
information,  manage  it  and  wield  it  as  a  real

asset" [2]. It allows organizations to transform from
just  using  information  to  optimizing  it,  from  an
economic point of view.

If  there  are  important  strategic,  operational  and
financial advantages to having good management of
information assets, the starting point is obviously the
"quality" of the information. We use quotes because
the term quality can represent very different concepts
depending  on  the  area  of  application:  precision  of
measurements (at primary data level), consistency of
data  correlations  to  enrich  them,  accuracy  of  data
interpretation  to  deduce  information,  etc.  Our
research axis more specifically concerns the ability
of an organization to control its information, both in
terms  of  its  internal  processes  and  in  terms  of  its
incoming  and  outgoing  flows.  Indeed,  new
information and communication technologies (ICT)
have brought an evolution of computer systems from
a standalone architecture to an architecture where the
systems,  belonging  to  various  companies,  are
interconnected  to  exchange  more  and  more
information.  In  doing  so,  companies  become
dependent  on  each  other  from  an  informational
perspective. Hence the importance for a company to
keep  control  of  the  information  it  processes.
However,  the  security  criteria  on  which  the  main
tools and methods for information security are based
(confidentiality,  integrity  and  availability)  mainly
concern the data handled, and not information in the
sense of distinction made at the start of the section.
In this article we therefore propose the introduction
of a new security criterion: "controllability".

3. Information security tools

In this  section we will  briefly  remind the three
basic  security  criteria,  namely  confidentiality,
integrity  and  availability.  Other  concepts  such  as
traceability  and  accountability  have  subsequently
been  introduced  in  risk  management  methods  to
formalize other aspects of information security.

3.1. Key concepts

The information system is an essential asset of the
organization, which should be protected. IT security
is  to  ensure  that  an  organization’s  hardware  or
software resources are only used within the intended
framework. To define the security of information, it
is necessary to study its two components:

• The information,  which can be presented
whatever its form of storage, processing or
transmission.  Here  we  can  talk  about  a
piece of paper, an oral exchange, a binder, a
digital structure coupled with a method of
transmission by telecommunications…

• Security,  evaluated  by  various  defined
criteria  that  qualify  the  security  of
information.



                                                                                                                                                                                                                        

Security  can  indeed  be  qualified  by  different
elements.  We are talking here about CIA triad (for
Confidentiality, Integrity and Availability), which are
three terms used to set the guidelines for the security
of information:

• Confidentiality:  When  we  talk  about
confidentiality  of  information,  it’s  about
protecting the  information from disclosure
to  unauthorized  parties.  Confidentiality  is
roughly equivalent to privacy.

• Integrity:  It  ensures  that  the  information
remains  unchanged  from  its  substance  or
form during its transmission, processing or
storage. More generally, it is the guarantee
that  the  information  is  "true"  (in  the
"undistorted"  sense  by  a  third  party).  We
therefore  seek  to  be  certain  that  the
information  is  legible  in  its  accuracy  and
also in its entirety.

• Availability:  It is ensuring that the data is
accessible (readable, searchable). From the
point  of  view of  the  informational  assets,
available  information  has  value  and
represents an added value and strength for
the company. Information that is not or no
longer  searchable  when  we  need  it
represents nothing and returns to the same
point as non-possession of information.

Originally, these criteria were developed to assess
the safety of the various constituent elements of an
IS:  hardware,  software,  network,...  Computer
security has then evolved into information security,
but without focusing on the "value" of information.

3.2. Methods for the information security

Based  on  the  criteria  mentioned  above,  the
information system security officer (ISSO) must be a
proactive  part  of  the  company  that  will  use  risk
analysis and qualification tools by classifying, on the
one  hand,  their  severity  (in  terms  of  impact  and
effect) and on the other hand the likelihood that they
will occur. Different methods of risk analysis for an
information  system  exist.  In  France,  the  Marion
method was followed by two other methods: Mehari1

and EBIOS2. In England, the preferred risk analysis
method  is  CRAMM3.  The  United  States  uses
OCTAVE4.  Internationally,  we  use
ISO/IEC 27005:2011 [5],  which  is  an  international
standard  that  responds  point  by  point  to  the

1 Mehari (harmonized method of risks analysis) was developed
by CLUSIF in 2010.

2 EBIOS (expression  of  needs  and identification  of  security
objectives) [3]  was  developed  since  1995  by  the  National
Agency for Security Information Systems (ANSSI).

3 CRAMM (CCTA Risk Analysis  and Management Method)
was  developed  by  the  British  government  organization
CCTA (Central Computer and Telecommunications Agency).

4 OCTAVE  (Operationally  Critical  Threat,  Assets,  and
Vulnerability  Evaluation) [4]  was  developed  by  Carnegie
Mellon University in 1999.

requirements  of  ISO/IEC 27001.  This  is  the  most
recent  standard,  moreover  it  is  easily  applicable
because pragmatic.

These methods thus make it  possible to qualify
the risk and the impact of an attack or an event on
the  information  system  and  make  it  possible  to
structure,  think  and  implement  a  security  that  is
adapted  to  it.  They  are  based  on  the  three  basic
criteria of the CIA triad. These criteria are sometimes
not  enough  and  alternative  models  have  been
proposed  where  other  properties,  such  as
authenticity,  traceability,  accountability,  non-
repudiation and reliability can also be involved (ISO/
IEC 27000:2009 [6]).  For  Internet-scale
collaborative systems these are essential concepts.

• Traceability (or  "proof",  or  auditability):
Guarantee  that  the  accesses  and  access
attempts  to  the  considered  elements  are
traced  and  that  these  traces  are  preserved
and  exploitable.  The  traceability  of  an
information  represents  knowing  where  it
comes  from,  where  it  went  and  where  it
ended.

• Authentication:  Identifying  and
authenticating  users  (the  proven  fact  that
someone  proves  that  they’re,  they  assert
they  are)  is  key  to  managing  access  to
relevant  workspaces  and  maintaining  trust
in exchange relationships.

• Non-repudiation and  accountability:  No
user  shall  be  able  to  challenge  the
operations he has performed as a part of his
licensed actions, and no third party shall be
able  to  claim the  actions  of  another  user.
Accountability  is  also  a  legal  notion  that
expresses  the  ability  to  enforce  something
to  someone  else  or  something  else.  In
concrete terms, accountability expresses the
possibility  of  attributing  responsibility  for
an act against a legal person.

3.3. Traceability and accountability

From  NIST.IR.7298r2  "Glossary  of  Key
Information  Security  Terms" [7],  accountability  is
that  the security goal that  generates  the necessities
for  actions of  associate degree entity  to  be copied
unambiguously  thereto  entity.  This  supports  non-
repudiation,  deterrence,  fault  isolation,  intrusion
detection  and  hindrance,  and  after-action  recovery
and proceedings.

The traceability  criterion (also often used under
different  names:  accountability,  auditability  or
evidence) has therefore been added to the three basic
CIA criteria  in  order  to  identify  responsibilities  in
case of failure with respect to one of the three CIA
criteria: internal to the company, external actor,... It
is mainly a legal tool to protect oneself in terms of
responsibilities. Traceability rules and good practices
are  often  determined  by  national  or  international
standards and/or control bodies.



                                                                                                                                                                                                                        

From  our  point  of  view,  this  approach  to
traceability remains very "static": the system collects
and  stores  information  as  evidence  to  identify
liabilities  in  the  event  of  a  dispute.  In  business
intelligence (BI) this information can however also
be used to calculate some ad-hoc indicators that will
be  reported  in  the  dashboards.  BI  is  the  latest
management  catchphrase  for  next-generation  data
warehousing.  Where  data  warehousing  focuses  on
data  integration,  BI  is  concerned  with  data
governance, i.e. the practice of using integrated data
to  make  strategic  business  decisions  about
expenditures, workflow and product quality. In such
a context, the control of information can be seen as a
new security criterion.

4. Literature review

In this section we will  review the concepts and
mechanisms  necessary  for  the  implementation  and
understand  of  the  controllability  criterion.  Some
come  from  the  field  of  Computer-Supported
Cooperative Work (CSCW), others from fields such
as  Big  Data  or  Deep  Learning.  But  all  have  in
common  the  concern  for  the  "quality"  (in  a  very
broad sense) of the data shared between the various
components of a collaborative system.

4.1. Data Quality (DQ)

Research on data quality began in the early 1990s.
Different definitions of data quality and methods of
distinguishing data quality have been developed, in
particular in [8], [9] (Fig. 1). Author has also defined
categories related to the context of use of these data,
in particular characterized by the fact that this means
that  utility  and  usability  are  important  aspects  of
quality.

In  our  case,  it  is  in  fact  the  context  that  is
important,  it  makes  it  possible  in  particular  to
determine the source of the data and the confidence
that can be placed in it.

DQ Category DQ Dimensions

Intrinsic DQ Accuracy, Objectivity, Believability, Reputation

Accessibility DQ Accessibility, Access security

Contextual DQ Relevancy, Value-Added, Timeliness, 
Completeness, Amount of data

Representational DQ Interpretability, Ease of understanding, Concise 
representation, Consistent representation

Figure 1. DQ categories and dimensions

4.2. Provenance, lineage, traceability

Because the Web allows information to be shared,
discovered, aggregated, filtered and circulated in an
unprecedented way, it is also becoming very difficult
to reliably identify the original source that produced
a piece  of  information on the  Web.  Provenance  is
information that describes the origin or experience of
a data. It appears as a "first class" criterion for Cloud
content providers [10]. Lineage gathers facts, a flow

of how data is or will move and transform between
systems,  tables,  data  domains.  These  data  line
diagrams often produce end-to-end flows that  non-
technicians  would  consider  unusable.  Traceability
contains most of the components that  compose the
data  management  stack.  Systems,  profiling  rules,
tables  and  information  columns  will  be  extracted
from  their  relevant  systems  or  from  a  technical
metadata layer. The true power of traceability (and
data governance in general) lies in the information
that business users can add to it.

How  to  materialize  this  traceability  if  not  by
adding metadata. A first approach was made in [11]
by the constitution of an XML schema allowing to
distinguish between "why" provenance (refers to the
source data that had some influence on the existence
of the data)  and "where" provenance (refers to the
location(s)  in the source databases  from which the
data  was  extracted).  Since  then,  many  other
provenance models have been defined, a survey of
which can be found in [12]. In [13], authors describe
some  areas  in  which  data  provenance  is  finding
applications and is opening up new lines of research.
And [14] aims to establish a starting point towards
implementing data provenance in IoT.

4.3. Trust and reputation

Trust  and  reputation  are  concepts  very  closed.
Trust  is  the extent  to which a party is  prepared to
depend on something or someone in a given situation
with  a  sense  of  relative  security,  even  if  negative
consequences are possible [15]. Reputation is what’s
usually same or believed a few person’s or thing’s
character  or  standing [16].  The  difference  between
trust  and  reputation  can  be  illustrated  by  the
following  perfectly  normal  and  plausible
statements [17]:

1. "I  trust  you  because  of  your  good
reputation."

2. "I trust you despite your bad reputation."

Reputation  can  be  considered  as  a  collective
measure of trustworthiness based on the referrals or
ratings  from  members  in  a  community [18].  In
addition  to  security  mechanisms  to  protect  data
(Integrity) and communications (Confidentiality), we
must  protect  ourselves  from information  providers
who  may provide  false  or  misleading  information,
yet  traditional  security mechanisms are not able to
protect  against  this  type  of  threat.  Trust  and
reputation systems can offer protection against this
type  of  abuse.  Based  on  these  concepts,  many
systems  have  been  set  up  to  quantify
(probabilistic [19],  Bayesian [20]),  rank or rate [21]
the reputation of information sources.

4.4. Contracts, SLA

A Service Level Agreement (SLA) represents an
agreed  document  in  which  requirements  about  the
quality of a service are established. In the context of



                                                                                                                                                                                                                        

web services,  SLA often refers to the performance
and  security  properties  of  the  service.  In  general
terms, the life-cycle of  a machine-readable SLA is
composed of a six-step approach, namely: template
definition,  publishing  and  discovering,  negotiation,
implementation, execution and monitoring. Each of
these steps represents specific challenges either from
the  business  or  technological  point  of  view.  For
example,  the  definition  of  the  Quality  of  Service
(QoS)  parameters  is  not  an  easy  task  due  to  the
difficulty to formalize the criteria  under which the
service  will  be  evaluated.  Similarly,  for  composed
services, the SLA template definition should consider
the  separation  of  duties  for  each  partner,  a  more
complex  monitoring  of  the  QoS  parameters,  the
construction  of  the  business  workflow,  and
negotiation  strategies,  specially  in  case  of
decentralized service provision [22].

Several machine-readable SLA (mainly based on
XML) have been proposed in the literature, such as
SLANG [23],  WSLA [24],  WSOL [25]  and  WS-
Agreement [26]. Most of the existing approaches are
modifications  of  two  of  the  most  accepted
specifications,  i.e.  WS-Agreement  and  WSLA [24]
including  new  aspects  such  as  the  number  of
signatory parties or new monitoring techniques. So,
due to their measurability characteristic, most of the
current SLAs only define performance guarantees at
the infrastructure level (hardware availability, power
availability, network availability, outage notification
guarantee,...) as well as a minimum set of business
levels including penalties and payments. Despite its
limited  expressiveness,  SLA  is  an  important
reference  for  this  work,  allowing  to  identify  the
modeling  and  machine-readable  representation  of
non-functional service requirements.

4.5. Smart and intelligent systems

The  definition  of  Smart  systems  (Intelligent
systems)  includes  a  set  of  functions  composed  of
sensors,  actuators,  all  integrated in  looped systems
that allow to adapt and predict the system's response.
Smart  systems can be simple (temperature control,
speed control) but are also represented through the
control command of an industrial production unit.

Cyber-Physical  Systems  (CPS)  are  initially
defined  as  smart  systems  but  they  also  have
important digital connections with the outside world
around  them.  CPS  can  produce  and  use  data
available on the Internet: these permanent exchanges
and interactions are the main key to the definition of
a CPS. As an example we have the autonomous car,
the industrial production units directly connected to
the commercial and supply chains (Industry 4.0) up
to the smart city.

Moreover,  in  this  connected  environment,
employee  training  using  innovative  technologies
such  as  virtualization,  augmented  reality  or  tele-
presence  robots  (Education 4.0 concept)  will  allow
training for constantly changing learning.

To  illustrate  these  different  interactions
(Information and communications technology - ICT),
we have taken the example of the Smart City. This
concept developed in the 1990s with the emergence
of the digital transition. First seen from a technical
point  of  view  (management  of  energy,  water,
transport),  it  was driven by digital  companies  who
wanted  to  propose  technological  solutions  to  the
problem of the increase in cities. Thus, in order to
automate  the  management  of  these  activities,  the
masses of data began to be collected and exchanged.

Data  is  usually  collected  via  the  Internet  of
Things  (weather,  traffic,  Mac address  of  BYODs).
They are typified by various quality problems and by
different  types  of  sensitive  information.  In [27]  a
framework  to  rationalize  intelligent  data
management,  including  data  collection,  cleansing,
anonymization  and  publication.  The  data  are
classified  into  three  categories:  sensitive,  quasi-
sensitive and open to the public.

5. A new security criterion

In this article we propose the definition of a new
information security criterion aimed at capturing this
idea  of  "control  of  information"  contained  and
processed  in  our  information  system.  As  we  said
before,  whatever the organization, its informational
capital  is  an  essential  asset.  And  before
implementing  mechanisms  to  ensure  its
confidentiality, integrity and availability, it must first
have confidence in its information and be certain of
their  quality  and  relevance.  Hence  the  term
"controllability" for "information control".

5.1. The premises

With  the  emergence  of  new  needs,  the
interconnection  of  information  systems is  the  next
step. This evolution is a fact in particular through the
development of service-oriented architectures (SOA)
that have gained great popularity because they allow
the  creation  of  new  services  by  composition
(orchestration, choreography,...) of existing services
over the Internet. Web Services (WS) is one of the
most  widely used technologies  for  such  SOA.  But
these  paradigms  also  raise  new  problems  for  the
security of information, hence the emergence of new
concepts  like  traceability,  trustworthiness  and
controllability.

In [28] it has been proposed to add to Annex D of
ISO/IEC 27005:2011 a new type "service" to capture
the  vulnerabilities  and  threats  inherent  in  WS-
oriented  technologies  and  services  provided.
However,  the  threats  presented  mainly  concerned
standard CIA criteria. The concept of controllability
"to ensure complete control over services used" was
only a perspective. The idea of this article is to take
up  this  notion  of  service  by  emphasizing  the
trust/quality/...  that we can have in the information
that enters (or leaves) our IS through these services.



                                                                                                                                                                                                                        

The concept  of  controllability  had already been
introduced in [29] in the context of cloud computing
via the question "Can I control my data ?".  In this
context,  this  criterion  joined  availability  and
confidentiality. The underlying questions were: "Can
I act  freely on my data ?",  "Do I know where my
data is ?", "Do I know who has access to my data ?",
"Have I the property of my data ?", " Can I easily
change provider ? ".

To define this concept of controllability, the rest
of this section is organized in the same way as risk
management  approaches:  definition  of  the
(information)  security  criterion  and  proposal  of  a
scale  of  needs;  identification  of  the  vulnerabilities
and threats associated with this criterion in the form
of  a  non-exhaustive  list  of  scenarios;  overview of
some existing security measures.

5.2. How to define controllability ?

In the context of our work, if we always approach
this  notion  of  information  control  through  the
question "Can I control my data ?", it is nevertheless
with a broader vision: "Can I trust my data ?", "What
is its quality/relevance/… ?", "Am I able to protect
the  information  it  contains ?",...  We  therefore
propose the following definition:

Definition 1: Controllability is the ability for an
organization to ensure the value of its information.

Behind this definition one can find many concepts
such as, but not limited to, information flow control
(both internally and externally), traceability, quality
management,  trust  management,  exchanges
management (e.g., workflows),…

In order to be able to assess the risks associated
with a given criterion, it is first necessary to define a
scale of needs. Such a scale is usually ordinal (the
objects  are  ordered  in  order  of  magnitude,  the
numbers  indicate  ranks  and  not  quantities)  and
composed of several levels to classify all the studied
assets.  Each level  reflects a possible business need
with respect  to the security criterion considered. It
must be easy to determine the level required for each
asset.  The  different  levels  should  be  very  explicit,
unambiguous and with clear limits. The main issue
regarding a scale of needs is that it is understood and
usable by the people who will express the security
needs  of  the  assets.  This  scale  must  therefore  be
adapted  to  the  context  of  the  study,  i.e.  its
development  will  ideally  be  carried  out  in
collaboration with the people who will determine the
needs. Thus, each value will have a real meaning for
them  and  the  values  will  be  coherent.  For  the
criterion of controllability of information, a scale of
needs could be the following (Table 1):

1. limited: This is not to say that control of the
data  is  useless;  the  information  system
would  no  longer  be  necessary !
Nevertheless,  certain  domains  using  fuzzy
logic  techniques,  artificial  intelligence,...
can  accommodate  poorly  controlled  data.

Examples:  fuzzy  reasoning,  artificial
intelligence.

2. weak: A lower quality and/or reliability of
certain information does not jeopardize the
proper  functioning  of  the  organization’s
processes.  Data  processing used tolerate a
certain amount of uncertainty in the data. Of
course,  the  minimum  level  required  will
depend on the resilience capabilities of the
system in managing incomplete or uncertain
data.  Examples:  Big  Data,  statistical
processes.

3. strong: The quality of the data is essential
for the proper functioning of the processes.
Any  uncertainty  can  have  a  significant
impact on the business of the organization.
Examples:  customer  orders,  software
development,  smart  grids,  smart  and
intelligent systems and applications.

4. absolute:  Uncontrolled  data  engages  the
responsibility  of  the  company,  which  can
thus jeopardize its durability. Even minimal
uncertainty  can  have  major  consequences
for both the organization and its ecosystem.
Examples:  medical  data,  nuclear  power
plant.

Table 1. Required level of controllability

Level Detailed description

1 – limited The quality or reliability of the information is
not necessary.

2 – weak It  is  possible  to  accommodate  some
erroneous  and/or  unreliable  information
without impacting the processes.

3 – strong The quality of the data is essential  for the
proper functioning of the processes.

4 – absolute Uncontrolled data can cause damage to the
sustainability of the business.

5.3. Threats, vulnerabilities and 
consequences

In the previous section we gave a definition for
the controllability criterion as well as an example of
a  scale  of  security  requirements  related  to  this
criterion. The next step is to illustrate the integration
of  the  controllability  criterion  into  a  risk
management  approach  alongside  traditional  CIA
criteria. A risk is usually defined using what is called
the "risk equation":

Risk = T hreat × V ulnerability × Impact

To  fully  understand  the  concept  of  risk,  it  is
important to look at each of its components. First of
all the threat (the source of the risk) is the possible
attack of a dangerous element for the assets. It is the
agent responsible for the risk. Vulnerability is then
the characteristic of an asset constituting a weakness
or  vulnerability  to  security.  Finally  the  impact
represents  the  consequence  of  the  risk  on  the



                                                                                                                                                                                                                        

organization  and  its  objectives.  Threat  and
vulnerability, representing the cause of risk, can be
qualified in terms of likelihood. The impact can be
qualified in terms of level of severity.

After the asset identification step to inventory all
assets within the scope of the audit, the threats must
be identified. A threat is likely to damage assets such
as information, processes and systems and, therefore,
organizations.  The  sources  of  both  accidental  and
deliberate threats should be identified. Some threats
may affect  more than one asset  and may therefore
have different consequences depending on the asset
assigned. The identification of these threats can be
based  on  a  standard  threat  repository  such  as
Appendix C of the ISO/IEC 27005 standard.

We will not dwell here on the step of identifying
the existing security measures performed during the
risk assessment, which will be discussed in the next
section.

The next step is to identify vulnerabilities that can
be  exploited  by  threats  to  harm  assets  or  the
organization.  It  should  be  noted  that  a  security
measure  improperly  implemented,  or
malfunctioning,  or  incorrectly  used  may  be  a
vulnerability. A security measure may or may not be
effective depending on the environment in which it is
implemented.  Conversely,  a  threat  that  does  not
match  any  vulnerability  may  not  result  in  risk.
Examples  of  vulnerabilities  and  vulnerability
assessment methods are available in Appendix D of
the ISO/IEC 27005 standard.

To  identify  the  consequences  we  introduce  the
notion of "incident scenario". An incident scenario is
the description of a threat exploiting a vulnerability.
The impact of this incident must be identified. This
leads to the creation of a list of incidents, with their
respective impacts.  An incident  scenario can affect
one  or  more  assets.  The  consequence  assessment
then consists in quantifying as much as possible the
consequences of the previously identified scenarios.
Naturally,  the  valuation  of  the  consequences  is
directly linked to the value of the assets concerned.
The  consequences  will  be  much  more  serious  for
assets considered to be very important than for assets
whose value is lower.  Finally, for each scenario,  it
will  be  necessary  to  estimate  the  likelihood  of  its
occurrence.

Then,  we  can  estimate  the  risk  level,  which
consists in relating the consequences of the scenarios
to their likelihood. This will result in a list of all the
risks to which a value will be assigned. This is called
"risk levels". Finally, the risk assessment stage will
draw up a list of risks, valued and, above all, ranked
objectively in order of importance.

In the context of such a risk assessment process,
our objective in this section is to propose different
generic  scenarios  presenting  threats,  vulnerabilities
and  consequences  related  to  the  controllability
criterion.  Through  these  scenarios,  the  idea  is  to
highlight incidents that are not captured by the CIA
criteria. This work on scenarios could also result in
an  extension  of  the  threat  and  vulnerability

repository (example: ISO/IEC 27005 – Annex D) as
shown in Table 2.

1. Lack  of  traceability:  Traceability  of
information  from  external  services  is  not
provided. As a result, the reliability and/or
trust  of  the  information  can  not  be
guaranteed.  The  company  therefore  incurs
the  risk  of  generating  and  disseminating
information  calculated  on  the  basis  of
unreliable data (and thus to engage its own
responsibility).

2. Accuracy  of  data  not  guaranteed:  Like
personal data in the context of the GDPR5,
the principle of data accuracy is important.
There are obvious risks to IS controllability
if inaccurate data are processed. Therefore
controllers are responsible for ensuring that
the  processing  performed  is  done  with
accurate and up-to-date data if necessary. In
this  case,  every  effort  must  be  made  to
update the data and erase or rectify the data
that is out of date.

3. Lack  of  resilience:  The  resilience  of  a
computer  system  can  be  defined  as  the
"ability of the system to perform well in the
presence  of  a  limited  number  of  faults".
Although in information system security we
immediately think of software or hardware
defects,  we  can  also  talk  about  resiliency
with  respect  to  the  quality,  reliability,
confidence of the manipulated data.

4. No contract: From the legal point of view,
only  the  existence  of  a  contract  makes  it
possible  to  invoke  contractual  liability  in
the event of a dispute between the customer
and  the  provider,  in  particular  for  the
identification of responsibilities.

5. Absence  of  implementing  rules:  The
client-provider  relationship  has  actually
been contracted, but the clauses setting the
terms and conditions for the delivery of the
service  are  not  sufficiently  precise.  If  the
provider "does not respect deadlines" (very
subjective  notion,  suddenly),  the  customer
may  experience  delays  in  his  business
process without the possibility of appeal.

6. Obligations of parties to the contract are
imprecise:  Suppose  that  the  provider
broadcasts,  in  good  faith  (e.g.,
subcontracting),  information  provided  by
the customer for the proper performance of
the  service,  but  that  this  information  is
confidential. If the obligations of the parties
to  the  contract  are  not  specified  (e.g.,
confidentiality  obligation),  the  customer’s
liability may be incurred.

5 The General Data Protection Regulation (GDPR) is the new
European regulation that aims to strengthen the protection of
personal data.



                                                                                                                                                                                                                        

7. No  acknowledgment  of  receipt:  For  its
part, the provider may also ask the customer
to  validate  the  service  rendered:
acknowledgment of receipt of information,
receipt  (by  the  customer)  attesting  to  the
"quality" of information received,... If this is
not  the  case,  it  will  be  difficult  for  the

provider to prove its  good performance of
the contract.

8. Poor  data  quality:  The  results  are  not
usable  because  the  quality  of  the  data
processed  is  not  sufficient  to  meet  the
required level.

Table   2. Threats and vulnerabilities related to data controllability

Type Examples of vulnerabilities Examples of threats

Software (3) Lack of resilience Computation of erroneous information

Service (1) Lack of traceability of the service provided Breach of trustworthiness of information

(4) No contract Breach of trustworthiness of information

(5) Absence of implementing rules Breach of trustworthiness of information

(7) No acknowledgment of receipt No proof of contract performance

(8) Poor data quality Computation of erroneous information

Personnel Insufficient security training Error in use (erroneous information entry)

Lack of security awareness Error in use (erroneous information entry)

Organization (2) Accuracy of data not guaranteed Computation of erroneous information

(6) Obligations of parties to the contract are imprecise Dysfunctioning relationships with other actors

Once the risks have been analyzed and evaluated
in order to prioritize and rank against their evaluation
criteria,  the  final  step will  be  the  treatment  of  the
risk.  This  is  the  process  of  selecting  and
implementing  controls.  This  will  firstly  be  done
through  the  identification  of  security  objectives:
determination of the modes of treatment and taking
into  account  the  elements  of  the  context.  The
objectives  thus  identified  will  constitute  the
specifications  of  the  risk  treatment  process.  Then,
security requirements will be determined to meet the
security objectives and describe how to deal with the
risks. To define the treatment options, the risk and
the  cost  of  treatment  must  be  matched.  There  are
four options for dealing with risk:

• Refusal or  avoidance:  the risk considered
is too high, the activity leading to the risk
must be removed.

• Sharing:  the  risk  will  be  transferred  to
another entity (an insurer,  a subcontractor)
capable of managing it.

• Reduction: the risk must be reduced. This
is to reduce the impact of the risk so that the
(residual) risk is acceptable.

• Risk retention: the risk is maintained as is.

The risk treatment plan thus established must also
assess  the  residual  risks.  This  plan  will  be  finally
submitted  to  the  acceptance  decision  of  the
organization’s managers.

5.4. Existing controls

Obviously,  a  risk  assessment  methodology  like
ISO/IEC 27005  assumes  that  the  company  has
already  listed  all  its  existing  controls  (and  their

effectiveness)  before  applying  new ones.  During  a
risk  analysis,  this  stage  takes  place  between  the
identification of the threats (on the assets)  and the
identification  of  the  vulnerabilities  (with  regard  to
the controls already implemented). But in this article,
for the sake of understanding, we preferred to present
the  controllability  criterion  first.  Controls  that  are
planned  to  be  implemented  according  to  the  risk
treatment implementation plans should be considered
in the same way like those already implemented.

Although  the  concept  of  controllability  as
presented  in  this  article  is  a  new  criterion,  much
work  has  already  been  done  on  the  notion  of
"quality"  of  data  (in  the  broad  sense).  A synthesis
was  presented  in  Section 4.  The  first  area  that
immediately  comes  to  mind  is  obviously  the  data
quality itself seen from the perspective of indicators
such as accuracy, completeness, reliability, relevance
and how up to date it is. Another area of research is
traceability,  which  is  a  general  term  indicating
something  can  be  linked  to  another  artifact.
Traceability  has  been  broken  down  into  several
subdomains, including the data provenance and the
data lineage (more details in Section 4.2).

Finally,  another  interesting  area  deals  with  the
contractualization  of  interactions  between  the
different  actors  of  a  collaborative  activity.  Many
studies have studied Service Level Agreements in the
context  of  traditional  client-provider  relationships.
Another track [30], [31] proposes to provide a formal
model  for  contracts  not  only  indicating  the
obligations of the parties, but also the requirements,
purposes and expected evidence. With well-defined
semantics  for  service  contracts  in  order  to  express
controllability policies, this approach aims to provide
both  tools  for  monitoring  the  proper  execution  of
contracts  and  "traceability"  mechanisms  to,  a



                                                                                                                                                                                                                        

posteriori,  identify  the  responsibilities  in  case  of
litigation for example.

5.5. Methodology

Whichever  method  is  used  (EBIOS,
ISO/IEC 27005,...),  the complete  development  of  a
risk analysis and its  various stages as presented in
Section 5.3 can  be  a tedious  job to  complete.  The
complexity of such an approach is partly due to the
comprehensiveness of the elements to be taken into
account  (vulnerabilities,  threats,  consequences)  and
the  simultaneity  of  the  analyzed  security  concepts
(confidentiality,  integrity,  availability  criteria,
different  gravity  scales).  Addressing  all  of  these
points  at  the  same time is  usually  confusing  for  a
non-expert  person.  In  order  to  make  the  analysis
more accessible, it should be possible to target it to a
specific need; in our case, the control of information.

With  the  recent  entry  into  force  of  the  GDPR
(General Data Protection Regulation), we have seen
similar  concerns.  The  application  of  the  new
European  Regulation  GDPR  requires,  in  part,  the
completion of a Privacy Impact  Assessment (PIA).
This approach is based on a security risk analysis (in
the cybersecurity sense) focused solely on the risks
affecting personal data and their impact on the rights
and freedoms of the persons concerned by these data.
It is based on the EBIOS methodology and can be
summarized in 4 steps:

1. Context (scope of  the  PIA):  Describe  the
processing(s)  of  personal  data  under
consideration,  its  (their)  purposes  and
stakes,  the  data  retention  periods,  the
responsibilities  related  to  the  processings.
Describe  the  processes  and  personal  data
supporting  assets  (hardware,  software,
networks,  people,  papers)  for  the  entire
personal data life cycle (from collection to
erasure). The purpose of this step is also to
evaluate  "the  necessity  and  the
proportionality of the processing operations
with regard to the purposes".

2. Controls (the  compliance  components):
Identify existing or planned controls. These
controls are the legal  controls imposed by
the  regulation  (rights  of  persons  and
information to be provided to them) and the
risk-treatment  controls  to  protect  them
(organizational and technical).

3. Risks (potential  privacy  breaches):  The
proposed definition of risk breaks it  down
into two parts to facilitate identification and
analysis. On the one hand, we evaluate what
is  feared  about  the  processes  (loss,
disclosure, data corruption with the impacts
on  privacy)  and  the  level  of  severity  of
these dreaded events. On the other hand, the
threats and their source targeting the assets
of the processes and which can lead to the
dreaded  events.  The  likelihood  of

realization  of  these  scenarios  is  evaluated
by  considering  identified  or  potential
vulnerabilities  and  security  controls.  The
combination  of  dreaded  events  and  threat
scenarios provides risks, and risk levels are
assessed  by  considering  the  likelihood  of
the scenario and the severity of the impacts
identified.

4. Decision (validation of the PIA): Decision-
making consists of validating the choice of
existing  and  planned  controls  to  address
risks. Thus, if the controls are not sufficient,
an  action  plan  is  defined  to  propose  new
ones.  The analysis  is  then  revised  to  take
into account these new parameters, until the
risk  levels  make  it  possible  to  make  the
decision to accept them.

A PIA is  clearly  a  lightened  risk  analysis  that
focuses  solely  on  the  security  of  personal  data
(whether  digital  or  paper).  However,  since  this
approach respects the terminology and principles of a
traditional  risk  analysis,  a  PIA can  then  be  easily
integrated into an EBIOS or ISO/IEC 27005 analysis
to take into account the "personal data" aspect.

As part of our work, our goal will be to develop a
similar  approach:  a  security  risk  analysis  focused
solely  on  risks  aimed  at  controlling  information
within the organization.  This  analysis  will  take up
the  specific  points  (vulnerabilities,  threats,
consequences) that we presented in Section 5.3.

6. Our approach for an implementation

As we have already mentioned, the problem that
we  address  in  this  article  concerns  the  control  of
information  exchanges  between  the  systems
managed  by  different  organizations.  In  certain
research areas we also speak of collaborative systems
or systems of  systems. The underlying idea is  that
each system is completely independent of the others,
except for exchanging information. We are now in a
(digital) information society where some companies
produce information while others are consumers.

The evolution of ICT has spawned new economic
relationships  where information is  now seen  as  an
economic good. The production and development of
these information goods are the source of significant
economies of scale and their network distribution is
the  source  of  powerful  club  externalities  (network
effect: the usefulness of a good for an agent depends
on the number of other users). In this perspective, the
relevant  paradigm  does  not  consist  in  thinking  of
ICT  as  the  natural  technological  support  of  free
trade,  but  rather  as  the  instrument  of  "distributed
coordination" between agents, a coordination without
explicit institutional representation.

And it is precisely this absence of overall control
that  is  at  the  heart  of  our  approach.  Whether
producing or consuming information (or both), each
company has its own objectives, its own economic
challenges, its own constraints, etc. It is a completely



                                                                                                                                                                                                                        

decentralized peer-to-peer  architecture where nodes
can negotiate the terms of information exchange with
each  of  their  partners  on  an  equal  basis.  The
conditions of use are generally contractualized in an
SLA.  However,  due  to  their  measurability
characteristic, most of the current SLAs only define
performance  guarantees  at  the  infrastructure  level
(hardware  availability,  power  availability,  network
availability, outage notification guarantee,...) as well
as  a  minimum  set  of  business  levels  including
penalties and payments.

In  a  very  simplified  way,  we can  consider  that
SLAs  mainly  specify  the  conditions  of  access  to
information. Our approach consists in being inspired
by this concept of contract to define clauses which
this time relate to the controllability of information
in order to take into account the "qualitative" aspect
and  the  use  of  information:  usage  control  policy,
commitments / proofs / penalties / etc. on compliance
with  the  rules  set.  In  such  a  decentralized
architecture, each actor is free to negotiate the terms
of  each  of  its  relationships  with  the  other  actors.
There  is  no  global  policy  or  even  global  control.
Each actor must assume its own responsibilities by
verifying  that  its  information  exchanges  are
compliant  with the  contracts  that  it  has  negotiated
with its partners.

Our  approach  is  on  the  same  guideline  as  the
GDPR,  which  aims  to  strengthen  the  security  of
privacy by empowering stakeholders  not only with
regard to their own processing, but also by obliging
them  to  contract  their  relations  with  their
subcontractors.  In  our  case,  our  concern  is  the
control  of the information imported, processed and
disseminated.

In [30], [31]  we  presented  the  technical  side  of
our  approach,  namely  a  model  formalizing  the
semantics  of  service  contracts  using  ontologies.  In
this  work,  contracts  explicitly  represent  policies
governing the relation between clients and providers
regarding the use of assets. Ontologies are not used
here with the purpose of creating a taxonomy, but a
vocabulary  for  adding  a  clear  semantics  to  the
contractual terms that will be used for describing the
policy. The model of the contract is  formalized by
using a subset of the first order logic, specifically, the
DL formalism. The OWL 2 language is used as the
concrete  syntax  of  the  model,  which  allows  its
machine-readable  representation.  The  second  stage
of this work is the implementation of the proposed
semantic contracts (as well as the logs that contain
the  evidences)  within  a  platform  to  audit  the
interaction  between  clients  and  providers.  Such  a
platform  is  able  to  calculate  and  trace  indicators
(e.g.,  controllability  level)  about  the  correct
execution of contracts, relevance of contract’s rules
(the  frequency  of  a  rule  violation  gives  useful
insights  about  the  relevance  of  the  commitment).
Those indicators can also be used to propose a model
of  trust  and  reputation,  which,  in  terms  of  risk
management  is  an  additional  security  parameter  to
consider when choosing a service provider.

At this stage of our work, we therefore have on
the one hand the controllability criterion (to assess,
in  a  risk  management  approach,  the  ability  of  an
organization  to  control  its  data  flows),  and  on the
other hand a formal model to represent the semantics
of  a  service  contract  (allowing to express  a  usage
control  policy, the purpose of  a  need,  the required
evidences, etc.). To link these two bricks, namely to
calculate  indicators  to  assess  the  degree  of
controllability from the metadata of the information
exchanged and according to the terms of the contract,
one of the elements that we have already discussed is
the traceability of information (Section 4.2).

7. Conclusion and future work

In the age of the Internet, information systems are
now open systems supporting collaboration in multi-
organizational environments. Iot, mobile Edge/Cloud
computing,  cyber-physical-social  systems,...  are  all
new technologies  that  require  the  creation  of  next
generation  smart  and  intelligent  systems  and
applications.  Beyond  the  technical  solutions
(network, systems, interoperability,...), in this article
we  approached  the  collaboration  in  terms  of  the
informational  quality  of  the  manipulated  data.
Following an information security risk management
approach  we  have  defined  a  new  criterion,  the
controllability, to quantify the level of control of an
organization in the information it handles.

Although this criterion is intended to be integrated
into a risk analysis alongside the traditional criteria
of confidentiality, integrity and availability, we argue
that  it  would  be  interesting  to  develop  a  "lite"
methodology  focused  on  this  criterion  alone,  like
what  has  been  done for  the  protection of  personal
data under the GDPR.

Our main perspective now is to couple this risk
analysis aspect with a more technical aspect: the use
of  contract  models  and  security  policies  with  a
proactive view of traceability. We briefly presented
the guidelines for this work at the end of this paper in
the Section 6.  It  would also be beneficial  to  study
how  these  contractual  relationships  could  be
transcribed from a legal point of view, for example in
contract law.

Finally,  it  would be very interesting to consider
how  our  work  joins  other  current  concerns  about
collaborative  digital  systems  such  as  trust
management,  loyalty  and/or  transparency  of
algorithms,  as  well  as  notions  of  evidence  (in  the
sense  of  provability)  and  decision-making
responsibilities.
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