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Abstract

Alert notification is a feature recently implemented by modern operating systems and web browsers. However, these implementations lack of alerting about events happening outside their domain, such as changes in certain web pages. Most of the realised features in the web browsers concern email reception, and notification about conversation or push messages, while the operating systems can customise the system events that can generate alert notifications, such as calendar events, clock reminders or system messages. There is no evidence about any attempt to realise alert notification about certain change in a particular web page, or change of information associated to a certain keyword. Our idea presents an attempt to realise a web service that realises a push service on standard web sites, without modification on its code, which is beneficial to both the customers and providers. We present details on system functionalities, architecture model, design, and integration of essential modules into a fully working system as a service. This paper presents cloud-based architecture of alert notification, including relevant specification of a scalable architecture, interoperability issues and cloud deployment. The overall solution realising this new idea about alert notification as a service uses intelligent agents, and deployment of an elastic cloud architecture.

1. Introduction

New problems arise with rapidly growing Internet, mostly concerning the mobility and portability [1]. People increase the imagination and like to perform various activities at anytime and any place, especially when travelling.

One very important issue in modern life is the ability to be notified about certain events. However, notification is only supported by those web sites using the push technology. Another disappointing issue is that most of the web sites do not directly support push services, and are build by using a classical approach with the pull technology, enabling data to be pulled whenever a customer visits a web page.

This issue motivates us in realising a service that will transform the conventional web sites with pull technology into modern web sites that use push services.

The need for push services is rising almost everyday. For example, a typical situation happens when a user applies for an event and is eager to find out whether the corresponding web site shows user's name on a waiting list and the rank list of approved applicants. Another typical example is when a certain web site publishes information related to a given name or a property; the user would like to follow. Such examples are very frequent and happen to almost all Internet users. In these cases, the solution is to switch on the computer and frequently visit all those web sites looking for a given text or keyword. An automated notification system would rather perform these activities instead of the user and start to push notifications to the user.

Recently, we have introduced an Alert Notification System (ANS) that pulls the information of web sites instead of a user and realises the push of required information by the user, for instance, if there is a change in the existing text or appearance of a certain keyword phrase [2]. It acts as a kind of an intelligent agent and periodically visits the pages instead of a user to find a particular occurrence that the user is waiting.

This paper focuses on realisation of a scalable cloud solution "Notification as a Service", that redesigns the existing model developed earlier. The target is to enable the elasticity as a characteristic in the cloud based Notification.

For this purpose we a methodology described by Ristov et al. as a baseline [3]. This approach starts with determination of the static and dynamic application parts, and differentiating among the predictable and unpredictable modules. The procedure is followed by assigning them to different virtual machines (VMs) with appropriate elastic and scalable architecture, that will instantiate necessary resources and close those that are not sufficiently used. This solution will retain the system's performance for minimal cost.

The rest of the paper is organised as follows. Push and pull notification techniques are elaborated in Section 2. Section 3 describes the functionalities of the proposed system and the ANS system architecture, and Section 4 describes its upgrade, by specifying the system architecture and design of an elastic and scalable solution to deliver notification as a service and its deployment in the cloud. We discuss
the approach based on intelligent agent in Section 5. Section 6 presents the related work in the area of push notifications and compares our prototype with other conventional push notification services. Finally, the conclusion and future work are specified in Section 7.

2. Notification Techniques

This section explains two notification techniques: Push and Pull. The former describes a style of Internet-based communication where the request for a given transaction is initiated by the publisher or central server, which is contrasted with the latter, where the request for the transmission of information is initiated by the receiver or client [4].

2.1. Push Communication

There are many implementations of push services, such as instant messaging or synchronous conferencing. Email may also be used as realisation of a kind of a push system, since the SMTP protocol acts as a push protocol [5]. Push email utilises an email delivery system that has the real-time capability to push email through to the client as soon as it arrives, rather than requiring the client to poll and collect or pull the email manually [6].

Push technology is often used with smartphones. When an email arrives in the user's mailbox, it is pushed (placed) in the smart phone without user's action and this event is announced with an alert notification.

A lot of web applications use push notification to distribute information to subscribers about stock exchange, price-lists, chats, auctions, results of sport games for betting and gaming, etc.

Another push technology mechanism can be found in Pushlets, which are defined as servlet-based mechanisms. The data is pushed directly from server-side Java objects to (Dynamic) HTML pages within a client-browser without using Java applets or plug-ins (http://www.pushlets.com/doc/whitetapertoe.html).

A kind of a push notification system for contacting the wireless clients and sending an updated information has been proposed in [1]. It is mainly implemented in a wireless data network.

2.2. Pull Communication

Pull communication is frequently used in web systems, since it is robust, simple to implement, scalable for high number of subscribers and allows offline operations [7].

Most applications that use HTTP pull update data at regular user-definable intervals known as Time to Refresh (TTR). In order to achieve high data accuracy, the pulling frequency has to be relatively high. Ideally the pulling frequency should match the publishing rate in order to guarantee no information loss [8].

Typical examples of systems that use pull communication are all mail clients such as: Outlook, Thunderbird, Windows Live Desktop, Apple Mail etc. All of them pull emails on regular intervals or on user demand.

Another example is presented by Kostoska et al. where the authors introduce a Calendar Service Agent which exchange, modify and synchronise information about events from different calendar platforms using pull http communication [9].

2.3. What to Use: Push or Pull?

We can compare Push and Pull communication based on parameters such as energy usage and data accuracy. Regardless, we can not conclude that one of the technologies is better than the other in all cases since that depends both on software type and client usage.

Notifications in their nature should be pushed to the end users, which enforce our service to provide the push operation. Yet, our service should be usable for any web available content and thus we cannot count only on technologies that use push communication.

Since we are trying to create an oblique notification service, we are forced to use both push and pull communication. Therefore, in the back-end our service is using pull communication in order to collect data and afterwards a push communication to propagate any data changes to the users.

The main goal of introducing the ANS system is to realise push notification for the system that does not support it. This will eventually replace the frequent user activities to browse certain web pages and search for an occurrence of a given keyword.

3. System Functionalities

The newly proposed ANS system hosted in the cloud inherits all functionalities of its predecessor [2]. This section briefly describes them in details based on use case diagrams presented in [10].

The system is intended to operate in two ways:
- Acts as a service, by providing regular Internet users with the possibility of being notified about any change that occurs in web sites of their interest; and
- Acts as an additional push functionality, by enabling the cloud service providers not to change their existing web pages realised with standard technologies that do not support push technology, and to upgrade their solutions with push functionality.

Also, web sites that support push notification, alerting system or API can be used in this system.
Additionally, the ANS system will actually build push notification for any web page.

The system functionalities are divided in two logically divided groups based on the user authorisation:
- Public users functionalities, and
- Administrator functionalities.

A public user or subscriber should authenticate on the system and can manage the alerts and notifications, while the administrator also should authenticate on the system and he/she administers the system.

3.1. Public Users Functionalities

The public user functionalities are end-user oriented. The corresponding use case diagram is presented in Fig. 1.

![Use case diagram for public user functionalities of ANS](image)

Mainly, public users are offered to select a web page where they expect a change in text occurrence, and/or select a web page where they expect an occurrence of a given text phrase. As an example, a typical scientist, who writes and publishes his research results in journal articles or conference papers, would be interested to know when and where his/her newly published papers will be indexed (such as IEEE explore, ACM digital library, Scopus, Google scholar or similar). Moreover, ordinary users might also want to know if and when their name will appear in blogs or news.

To achieve this feature, each user is offered the following user interface options:
- **Insert Web Page**, where a public user selects a web page or pages for which would like to receive a notification about an occurrence of a certain keyword or change of a certain information;
- **Insert Keyword(s)**, an option that allows the public user to specify a keyword for filtering information for receiving a notification;
- **Insert Pulling Frequency**, enabling a possibility to define a time interval to check and pull the filtered information; and
- **Insert Notification Method** that allows the public user to specify a delivery method how to achieve the notification.

These features are organised as campaigns and the public user can specify different campaigns to search for various purposes. For example, a scientist would like to start different campaigns to search various digital libraries for certain references. Additionally, public users may choose to group several queries in one or more campaigns for better coordination and administration.

Upon registration, one can login to the main admin page. The main admin page allows a public user to define the alerts by selecting web pages and corresponding text to appear or to be changed from the last occurrence. Two main functionalities are possible:
- Select a web page where some text is changed. For example, when a scientist has a certain number of referenced papers indexed in a given digital library (such as IEEE explore, ACM digital library, Scopus, Google scholar or similar), he/she would be interested to know when a new published paper will be indexed and which one (if more papers are waiting for publishing); and
- Select a web page where a given text phrase occurs. For example, if a certain name has appeared in blogs or news.

Also, public users are able to define the searching frequency for each query by defining a campaign. Last, but not least, a query can also be created by using the web interface. In this case, the users can record their activities on a web page, as a kind of a macro procedure well known as a substitute of several actions by one keystroke or button click. The recorded sequence of actions are sent to the controller in order to simulate a human interfacing the computer, by entering data on an interactive web page.

This opens a possibility for the users to search various keywords, find a predefined keyword, phrase, or even trace a file that is a result of selecting a certain radio button, item in a drop down list, entering a certain plain text in a text field, or clicking some button.

3.2. The Administrator Functionalities

The administration functionalities are presented in Fig. 2.
Privileges given to the administrator refer to administration and maintenance of specific modules, such as the crawler(s) and notifier(s). These functionalities include creating, adding, editing and dropping crawler(s) and notifier(s) through a user-friendly interface. Additionally, the administrator manages the user administration and has an overview of the complete system functionalities, including authorisation, and providing technical help to public users.

A specific function can be added to support accounting, especially interesting for those cloud providers, that would like to integrate the push notification functionality to their existing conventional web site solutions. This will enable the "pay-by-use" cloud related concept of the realised software as a service.

3.3. The Back-End Functionalities

The system's core functionality is crawling the inserted web page for the required keyword(s) with a specific frequency, which can have predefined values, such as, each minute, 10 minutes, hour, 2 hours, day, etc.). Naturally, the users themselves are provided with the opportunity to select this frequency from a set of predefined time intervals in accordance to their own personal preferences. The system crawls the keywords entered by the users to find their desired information. Note that selecting a high frequency, such as each minute, can be a costly function demanding high data throughput.

The advantage of the ANS system over the other similar systems lies in the opportunity for the user to select the delivery channels and means to receive the notification by the server (E-mail, SMS, Google Cloud Messaging, Skype, Twitter or Facebook messaging, etc.) [11]. Also, the system can be realised as a web page where one can see all notifications, or as an add-on tool for the web browser. An example of such an occurrence is the alert bell on Google Chrome.

3.4. System architecture

The general system architecture, based on the web based notification system presented is presented in Fig. 3 [2].

It consists of four services that provide the main functionalities of the system. The main User Interface Service (UIS) is realised by a web browser. UIS is used to define the alerts, including the macro recorder of a sequence of actions and simple web interface components. The Crawler Service (CRS) scans the web sites and sends the appropriate content to the Controller Service (COS). Then COS performs the triggering functionality. It also activates the CRS periodically in order to scan the web page if there are some changes in the content.

Another tasks for COS are to analyse the provided content, to filter the relevant information from the junk and to store the relevant data. If the user defined condition is fulfilled, then COS triggers the Notifier Service (NS) to deliver the notification to the user. NS then activates the corresponding notification delivery channels that send push information.

3.5. System integration

The system should be able to do what a user does when he or she visits a web page. This means that apart of visiting a web page and finding an occurrence of a text within a paragraph, the system also simulates the clicking on certain buttons or entering a value in certain fields. It will simulate a human entering data on an interactive web page, with possibility of selecting a certain radio button, or an item in a drop down list, or entering a value in a certain text field, or clicking activation button. Then the system will be able to trace the file and find a predefined keyword phrase, by detecting if there is a change in the context or in the occurrence of the keyword phrase.

Those web sites that have push notification, alerting system or API can be used in the system. This system will actually build push notification for any web page.
The alerting system can be realised conventionally by e-mail, Skype, Twitter or Facebook messaging, or can be realised as a web page where one can see notifications, or as an add-on tool for the web browser. An example of occurrence is the alert bell on Google Chrome.

It can be thought of as a system for users who would like to be notified for a certain change, or for cloud service providers who would like to build push functionality for classical web sites that do not support this technology.

4. Cloud-based System Architecture & Design

In this section we specify how the ANS system is redesigned to be scalable and elastic when hosted on a cloud environment.

4.1. Methodology

Since the system is designed as a service, it is obvious that a relatively large number of users will be discrepant in different time. For example, the peaks for sports games will appear during the weekend, rather than during a week. Another example is for the scientists, that is, they will require the crawling more frequently after finishing the conference or accepting a paper. These issues lead us to redesign the system in order to migrate in the cloud and to utilise its "unlimited" flexible resources.

As a baseline for migration, we use the scalable and elastic cloud architecture for e-Assessment, proposed by Ristov et al. [3]. The idea is to determine (if possible) a dynamic part of the system and host it in the cloud, while the static part can be hosted either on cloud or on-premise.

The static part should be active always, while the dynamic part will utilise certain amount of cloud resources organised in VM instances, which can be instantiated by demand.

Fig. 4 presents the new cloud based system architecture concept. The next section presents the analysis to determine which services of the system are static and dynamic.

4.2. Static and Dynamic Services

Fig. 3 presented the main services of the system. The following analysis addresses the service that mostly depends on the number of the subscribers and thus when to be activated or deactivated.

Table 1 presents the service splitting to the static and dynamic services. UIS and COS are static part of the system, while CRS and NS are dynamic.

<table>
<thead>
<tr>
<th>Static services</th>
<th>Dynamic services</th>
</tr>
</thead>
<tbody>
<tr>
<td>UIS</td>
<td>CRS</td>
</tr>
<tr>
<td>COS</td>
<td>NS</td>
</tr>
</tbody>
</table>

Let us explain in more detail the information presented in Table 1. UIS should be active all the time since a user can access the system arbitrary. This service does not require huge amount of resources because it is only a presentation layer of the system.

COS is also a static service because it only activates CRS periodically. The other two services are dynamic because they are not used all the time, but only when they are scheduled. Also both CRS and NS directly depend on the number of active users and their scheduling policy for crawling.

4.3. Deployment on the cloud

After determining the static and dynamic parts, they should be deployed on a cloud in a certain resource pool. The dynamic parts should be deployed on the cloud VMs, which will be instantiated or deactivated when necessary, while the static parts should be active always.

Since scalability and flexibility are important properties of each software system, we distributed the proposed solution in four parts as depicted in Fig. 5. The Notifier Pool and the Crawlers Pool are resources that will be provisioned from the cloud provider whereas the Controller and the Public Server may be setup on premises or in the cloud.

Public server, Controller, Notifiers Pool and Crawlers Pool are discussed separately to define their characteristics and behaviour. The improved cloud architecture of the system is depicted in Fig. 5.
where the defined services are positioned on corresponding software modules in the cloud architecture.

**Figure. 5 New ANS cloud-based model**

Each service will be deployed as a separate pool. That is, UIS will be hosted on Public server pool, COS on the controller pool, NS on Notifiers pool and CRS on the Crawlers pool.

### 4.3.1. Public Server

The public server is the publicly accessible part of the system. This is the system entity on which the web application is hosted. Also, it serves as a point where both public users and administrators can use the service through a user friendly interface. UIS module is hosted on this server.

The web application, realising the UIS module, hosted on the Public Server communicates with the Controller in order to insert and pull information that is required by the users.

### 4.3.2. Controller

The controller realises the COS service and is in fact the "mind" of the system, providing a mechanism that makes all features and functionalities available, by coordinating the tasks. In certain ways the Controller is both the heart and brain of this system, by activating various components and synchronising tasks.

In the scenario depicted in Fig. 5, the Controller is separated from the public server, but they also may work on the same server. Since the system is modular, both the public server and the controller may also be hosted on multiple servers in order to evade bottleneck in these segments.

The Controller communicates with the public server in order to collect user data needed for the system. Additionally, this module orchestrates the crawlers and notifiers available in the crawler pool and notifier pool respectively.

The controller tasks are composed by the user input. Later on, it distributes the work to each of the crawlers based on this. The controller contacts the crawlers and collects the results from their crawling in regular time intervals. Based on these results, tasks for the notifiers are created. Each of the tasks is sent to the notifiers based on their availability.

From a technical point of view, the controller consists of two services and a database. The first service is used to access the results of the system work. The second service is used for the pool control. The database is a collection of all results available in the system. In a distributed scenario, the database of each controller consists of data collected from the corresponding pools (Crawlers Pool and Notifiers Pool).

### 4.3.3. Crawlers Pool

This part of the system consists of a collection of crawlers. In this pool multiple servers are available. Cloud computing is especially valuable in this scenario since the system will be more flexible and not all of the servers would have to be active all the time. Additionally this cluster does not need to be homogeneous, so servers with different hardware architectures can be included.

The crawlers, as the name indicates, are crawling the web sites specified in campaigns that the users require based on their query. In order to maximise the performance, the crawlers are also designed to finalise the predefined tasks on a scanned web page first and then continue with a scan on the next web page.

Each crawler has a private database that is filled with data when the controller distributes tasks. All results from the crawling are also kept in this database. When the crawlers have finished their task, they asynchronously provide the controller with information that they are ready for data synchronisation. When both the controller and the crawler are ready for data synchronisation, they invoke it.

In order to provide easy deployment, VMs are constructed for different hypervisors and operating systems. Since cloud computing is a natural habitat for this kind of systems, we also provide VMs configured for Windows Azure, Amazon EC2 or Google Compute, and also for the cloud computing open source frameworks, such as OpenStack or Eucalyptus.

### 4.3.4. Notifiers Pool

This module is very similar to the Crawler pool. Their deployments and requirements are practically the same. Both pools differ only at the application level. The notifier is required to prepare and send the notifications to the users. In order to do so, each notifier is equipped with several adapters aiming to make the notifications available through several services such as:

- Facebook message:
5. Discussion

This section presents the approach based on intelligent agent. We evaluate our solution by comparing it with the conventional push notification services.

5.1. Intelligent Agent Approach

In our earlier paper, we discuss how this solution fits in an Internet-based communication realised by an intelligent agent [12]. The idea is that instead of a human, the intelligent agent scans the web page and finds certain occurrences of keywords. According to the Franklin's definition of intelligent agents, as shown in Fig.6, it acts as autonomous agent where the web is the environment for sensing, the act of sensing is realised by scanning or crawling, and the algorithm that produces state change is realised by comparison [13]. The actuators are identified by the notification delivery channels. The agent characteristics include at least the following properties: reactive, autonomous, continuous and trustworthiness.

![Figure. 6 Agent Functionalities](image)

5.2. Evaluation

We have developed a prototype of a cloud-based alert notification based on the specification elaborated in this paper. Our solution is realised with the following technologies .Net 4.5 and MS SQL. The prototype is installed on a Windows Azure cloud. We have tested the solution by specifying several campaigns to search a predefined keyword or a change of information associated to a given keyword.

The first tested campaign was based on the access on a personalized Google scholar page. This site includes also push notification, enabling a comparison to evaluate the functionality. The idea was to test whenever there was a change in the number of citations for the personalized page. The functionality test was successful, whenever there was a change in the Google scholar, this was notified by e-mails from both the Google scholar alert (push service) and our ANS service. In 85% cases, the push notifications form google scholar came a little bit earlier, which happened due to the scanning interval set to 6 hours. However, in 15% cases, the notifications from our web services came earlier. It seems that push notifications are scheduled and delayed due to spam or other.

We have already tried several other campaigns, which include sport results and publishing certain names on web sites and all function correctly. Our latest ANS version connects to the Windows Notification Center and uses it as a delivery channel. It is realized via the Toast Notification service which allows sending the push notifications on all windows devices.

We have met several challenges in development of the solution. The following problems were identified and solved:

- **Time demanding crawling service.** Probably this was the highest problem in realization of the overall system. It initiated realization of a cloud-based solution having the property of a highly scalable service.
- **A variety of presentation forms prevent easy retrieval of keywords and their associations.** The existing web solutions build a lot of different techniques, such as cells in adjacent columns or rows, tables, frames, div and other objects. It was a great challenge to cover most of the known presentation patterns.
- **Realization of macro procedures.** This was a highly challengeable task to develop a service that will provide a sequence of keystrokes and mouse clicks instead of a human when accessing a web page and navigating on the links.

6. Comparison to related work

There are several products that enable notification services, but their functionality is limited to push notifications or similar alerts. They do not integrate keyword search and change of information associated to the content in a web page. Li et al. survey four different types of Push notification services (Google's Cloud Messaging, Blackberry Push
service, Microsoft Push Notification service and Apple Push Notification service) [14].

6.1. OS notifications

A lot of new approaches have been implemented by various software producers to enable better notification service. Examples include the new versions of the Mac Lion, Maveriks and Yosemite OS, iOS and Windows 9. The Notification Center in Mac OS and iOS is a built-in application that provides an overview of alerts from applications without interrupting the users. Instead of requiring instant resolution of a notification, the main idea is to display selected notifications until the user completes an associated action. The application enables the users to choose what applications appear in Notification Center, and configure how they are handled. However, they only include those system applications installed on the operating system, and does not support of third party apps.

Although the Notification Center application found in Mac OS and iOS looks sophisticated, still it does not offer the functionalities proposed in this article. It looks more like an advanced delivery channel, rather than supporting the alert notifications for certain web pages or occurrence of keywords and changes in web pages. The realised solution actually looks like a twitter for build-in applications in the operating system without a possibility to upgrade it to a real alert notification.

The versions newer than Windows 8 implement notification systems that communicates with the installed applications. The latest Windows version 10 uses more sophisticated options, and actually transfer all windows’s phone notification center options on the desktop. However, all the realized features are implement only push notifications from other applications and does not cover the functionalities specified in this paper.

Growl (http://growl.info/) is an open source application that realises more advanced features than the Notification Center. Using Growl, applications can display small notifications for pre-selected events. Similar to the Notification Center, users can customise and control their notifications. In addition, Growl can send notifications to the Notification Center and use it as a delivery channel.

6.2. Web browsers and intelligent assistants

Web browsers recently include possibilities for notification and integration with OS or with other desktop notification channels. Google Chrome is one more example that builds a possibility to realise push notification. This system works only with web sites that offer push notifications. However, our system has a different goal, it includes the push notification to those web sites that use only push as a communication. Instead of rebuilding the site to enable the push notification, we realise a specialised web service that introduces this feature to the existing site.

Google Alerts (http://www.google.com/alerts) is another application with a similar approach allowing monitoring of interesting new content on the Web. It does not support the functionalities to notify a change in a keyword occurrence as our system does. It enables email updates based on user queries. The queries might search: news, blogs, discussions, books, videos or everything. The main difference between our suggested system and Google’s is in the produced results, that is, alerts will fetch all data on the Web and even duplicate same information whereas our system will follow only user specified pages, and therefore duplicate information will not be pushed to the end user.

There are also intelligent personal assistants that integrate notification services. An example is Google Now (https://www.google.com/landing/now/), which works as a natural language user interface to answer questions, make recommendations, and perform actions by delegating requests to a set of web services. It delivers information proactively to the user that it predicts they will want, based on their search habits. It allows a kind of notification, but does not integrate the idea to notify if there is a change in a keyword or information related to a corresponding keyword. SIRI (https://www.apple.com/ios/siri/) is the Apple product that works as an intelligent digital personal assistant, but does not deliver the functionalities that we have developed for our notification service.

6.3. Other notification systems

There are many examples where push or pull notifications are used in various areas.

Lan and Nguyen presented a low delay push-pull based application layer multicast for video streaming on P2P networks [15].

Gore et al. designed a real-time notification service based on CORBA in order to obtain a scalable event-driven communication [16].

Hermes is a notification service for digital libraries, which is created to simplify the process of searching and browsing scholarly materials, proposed by Feansen et al. [17].

Gu et al. proposed and Enterprise Cloud Bus (ECB) framework in order to combine the WS-Notification (needed for ESB) with the cloud [18].

Quiroz and Parashar presented the design of the distributed content based notification broker for WS-Notification, which is based on publisher subscriber (push) notification [19].

Since push notifications are consistent, but inefficient, and pull notifications are inconsistent, but efficient, Huang and Wang proposed Push&Pull model for user-oriented resource monitoring for cloud computing [20].
7. Conclusion and future work

In this paper we have presented the Alert Notification System realised as a scalable cloud solution that delivers software as a service. It is a newly proposed push service implementation aiming at alerting Internet users in case of a change in an existing text or appearance of a certain keyword phrase at web sites that are of the users' interest.

The difference to similar products and notification support of modern OS is that the triggering can be specified only on operating system events, such as application generated events, receipt of e-mails or push notifications. These systems can not be configured to scan certain web pages and trigger an event based on a occurrence of a specific information or change of an information on the analysed web page.

The sole purpose of our system is to save users valuable time and effort by providing them with the much needed user specific information at the utmost quickest and efficient manner. Therefore, crawling lies at the heart of this system, enabling us to collect the user specific information, which is to be later delivered to the users themselves, by means which they have selected on their own (E-mail, SMS, Google Cloud Messaging, Skype, Twitter or Facebook messaging, etc.)

This system is prone to peak loads by the arbitrary number of the subscribers and their activities, that is, their configurations for crawling and notifications. It retains the performance for minimal cost.

The main contribution of this paper is in developing a scalable and elastic cloud architecture, based on identifying static and dynamic software modules, and their organisation in various VMs that can be instantiated or closed on demand. We have realised the system and provided a proof of concept for such design.

As future work, we intend to realise a comprehensive functional and performance test of the new proposed scalable and elastic architecture, providing experimental proof of increased key success parameters that show scalability and elasticity.
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